Opposite CMIP3/CMIP5 trends in the wintertime Northern Annular Mode explained by combined local sea ice and remote tropical influences
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[1] A crucial challenge in climate studies is to determine how warming trends due to anthropogenic forcing may affect the natural modes of atmospheric variability. In the northern extratropics, the leading pattern of atmospheric dynamics is known as the Northern Annular Mode (NAM), often computed as the first empirical orthogonal function of sea level pressure (SLP) or geopotential height at 500 mbar (Z500). Here we compare wintertime NAM changes estimated from previous (third phase of the Coupled Model Intercomparison Project (CMIP3)) versus ongoing (fifth phase (CMIP5)) generations of multimodel projections (A2 scenario versus 8.5 W·m⁻² Representative Concentration Pathway). CMIP3 projections exhibited a positive NAM trend, albeit this response differed between SLP and Z500, whereas CMIP5 projections rather reveal a negative trend, especially for Z500. We show that the CMIP3/CMIP5 discrepancies are mostly explained in early winter by the local consequence of faster Arctic sea ice loss in CMIP5 and in late winter by the remote influence through teleconnection of stronger warming in the western tropical Pacific. The attribution of CMIP3/CMIP5 discrepancies to the differences in emission scenarios is assessed by investigating NAM responses in common 1% CO₂ idealized experiments. Citation: Cattiaux, J., and C. Cassou (2013), Opposite CMIP3/CMIP5 trends in the wintertime Northern Annular Mode explained by combined local sea ice and remote tropical influences, Geophys. Res. Lett., 40, 3682–3687, doi:10.1002/grl.50643.

1. Introduction

[2] Annular modes are the leading patterns of extratropical intraseasonal to interannual variability in both Southern and Northern Hemispheres. They are characterized by zonally symmetric meridional seesaws in atmospheric mass between middle and high latitudes [Thompson and Wallace, 2000], affecting the strength of the stratospheric polar vortices [Baldwin et al., 1994] and the midlatitude surface westerlies [Hurrell, 1995]. In their positive (negative) phase, annular modes correspond to an enhanced (reduced) meridional pressure gradient, therefore strengthening (weakening) both vortices and westerlies. Assessing how warming trends due to anthropogenic forcing may impact such modes of variability appears to be a crucial issue, particularly in the Northern Hemisphere. Indeed, potential changes in the Northern Annular Mode (NAM)—also referred to as the Arctic Oscillation—would directly influence North American and European land surface climate, especially in boreal winter, through changes in its regional feature known as the North Atlantic Oscillation [Ambaum et al., 2001].

[3] In the late 1990s, several observational studies reported a trend toward the positive phase of the NAM [e.g., Thompson et al., 2000], consistent with responses found in 21st century projections from general circulation models (GCMs) [e.g., Fyfe et al., 1999], albeit simulated trends were lower than those observed [Gillett et al., 2003]. The complexity of attributing such observed trends to anthropogenic and/or natural forcings given the relatively short periods of record and the presence of strong internal variability was highlighted by Wunsch [1999] and further confirmed using GCMs by Deser et al. [2012]. In the 2000s, multimodel analyses based on outputs from the third phase of the Coupled Model Intercomparison Project (CMIP3) predicted a positive NAM trend in future projections, associated with decreasing (increasing) sea level pressure (SLP) over polar areas (midlatitudes) [e.g., Miller et al., 2006]. Although the NAM is often considered barotropic, Woollings [2008] evidenced that its response to anthropogenic forcing might be baroclinic. Consistently, recent studies dealing with projected Arctic sea ice loss showed that increases in polar ice-free surface heat fluxes would lead to a negative phase of the NAM in altitude while having no clear influence on SLP [e.g., Deser et al., 2010].

[4] Here we revisit these assertions on the basis of the new generation of GCMs used in the ongoing fifth phase of the Coupled Model Intercomparison Project (CMIP5). Both future changes in SLP and geopotential height at 500 mbar (Z500) are presented to account for potential distinct responses at the surface and aloft. Data and methods are described in section 2. Projected changes in the NAM are investigated in section 3, and section 4 focuses on the origins of CMIP3/CMIP5 differences. Conclusions are discussed in section 5.

2. Data and Methods

[5] We use outputs provided by 13 modeling groups having participated to both CMIP3 and CMIP5 exercises (Table S1 in the supporting information). We consider the whole period 1900–2099 by concatenating historical runs over the twentieth century with 21st century projections under A2 scenario (CMIP3, hereafter SA2) and 8.5 W·m⁻²
Representative Concentration Pathway (CMIP5, hereafter R85) scenarios. Idealized 1% CO₂ experiments (hereafter 1PC), available for a subset of nine groups (Table S1), are also analyzed to further isolate the physical mechanisms at work. Only the first member of each experiment (namely r1i1p1 in the CMIP5 protocol) is considered here. National Centers for Environmental Prediction (NCEP) reanalyses are also used in section 4.2 and Figure S1. Because ensemble mean computations require a common grid, all GCMs atmospheric fields are interpolated onto the regular NCEP 2.5° × 2.5° longitude-latitude grid prior to our analyses.

Following Miller et al. [2006], for both SLP and Z500 variables and for each GCM taken separately, we define the winter NAM as the leading empirical orthogonal function (EOF1) constructed from four concatenated monthly (December–March, hereafter DJFM) anomalies over the period 1950–1999 and the Northern Hemisphere poleward of 20°N. Anomalies are computed relative to 1970–1999, and in order to account for the long-term thermal expansion of the low troposphere, Z500 anomalies are additionally corrected by uniformly removing their spatial averages for each month. NAM indices are derived from the first principal components (PC1), i.e., orthogonal projections of monthly anomalies onto EOF1, and normalized relative to 1900–1970 in order to emphasize long-term trends by the end of the 21st century.

### 3. Projected Changes in the NAM

On average, CMIP3 models were found to reasonably well represent the SLP NAM pattern derived from NCEP reanalyses [Miller et al., 2006]. Ensemble mean NAM patterns derived from CMIP5 fairly resemble CMIP3 ones for both SLP and Z500 fields (Figures 1a and 1b), thus evidencing the robustness of the NAM representation by the GCMs. A more exhaustive evaluation for individual models is presented in Figure S1. Figure 1c reveals however a clear difference in the DJFM NAM temporal response between CMIP3 and CMIP5 projections. The positive trend for SLP in CMIP3 is much weaker in CMIP5. Differences are even more pronounced for Z500d with virtually no trend found in CMIP3 (ensemble mean and median close to 0).
at the end of the 21st century) in contrast to strong negative trend in CMIP5 projections, with indices falling below −1σ by 2099 for five models out of 13. Although individual NAM responses can highly depend on internal variability, the −0.9σ (−0.5σ) difference between CMIP5 and CMIP3 ensemble mean Z500d (SLP) indices has a probability of 1% (11%) to be obtained by chance, assuming Gaussian distributions for all 13 ensemble members. We verified using five R85 members of our in-house model (CNRM-CM5) that the intermember spread is smaller than the multimodel ensemble spread (not shown), which crudely suggests that intermodel discrepancies dominate the uncertainties. All together, these results are consistent with the weather regime analysis performed by Cattiaux et al. [2013] over the North Atlantic sector.

[8] Consistent with CMIP3/CMIP5 discrepancies in the NAM temporal response, the spatial patterns of the CMIP5–CMIP3 difference in winter SLP and Z500d responses—defined as differences between periods 2070–2099 and 1900–1970—project onto the negative phase of the NAM. It is important though to separate the winter season into early (December–January (DJ)) and late (February–March (FM)) months (Figures 2a and 2b). With the exception of the North Pacific area where maximum loading is found throughout winter, SLP anomalies in DJ are weak over the pole while a strong geopotential rise concurrently occurs aloft. Signals are marginal in the North Atlantic sector in DJ, while a broadly developed hemispheric pattern appears in FM. Accordingly, the CMIP3/CMIP5 discrepancy for winter NAM is stronger in FM than in DJ (Figure 2c) and larger for Z500d than for SLP. CMIP5–CMIP3 NAM differences are negative for all but two models (CSIRO and INGV) in FM for Z500d. Interestingly, no disagreement is found between CMIP3 and CMIP5 in summertime, and the NAM difference gradually builds up from December onward (Figure S2). This suggests a rather baroclinic CMIP3/CMIP5 disagreement in early winter at polar latitudes, followed by a more widespread/hemispheric and barotropic structure in late winter, indicating that underlying processes may differ throughout the season.

4. Origins of the CMIP3/CMIP5 Disagreement

4.1. Early Winter: The Arctic Sea Ice Loss

[9] As reported by J. Stroeve et al. (Trends in Arctic sea ice extent from CMIP5, CMIP3 and observations, submitted to Geophysical Research Letters, 2012) for moderate-emission scenarios, a major difference between CMIP3 and CMIP5 projections is the timing of the summer Arctic sea ice loss. Under the CMIP5-R85 scenario, more than half of GCMs included in our ensemble produce nearly ice-free conditions (i.e., remaining area below 5%) in late autumn (October–November (ON)) before the end of the 21st century (four GCMs out of 13 in CMIP3-SA2), and the CMIP3/CMIP5 difference persists throughout early winter (DJ; Figure 3a). For each model, we derive the total sea ice area by multiplying native grid point sea ice fractions by corresponding grid point areas, without any interpolation. Plausible reasons for the faster sea ice loss in our CMIP5 ensemble include (i) new sea ice albedo parameterizations (e.g., melt ponds), (ii) stronger tuning of sea ice simulations to reproduce the recent observed decline (see Stroeve et al. (submitted manuscript, 2012, and references therein) for these two points), and (iii) differences between SA2 and R85 scenarios (discussed in section 4.3). Interestingly, only the two above mentioned GCMs with a positive CMIP5–CMIP3 difference in the NAM response (CSIRO and INGV) make sea ice disappear earlier in CMIP3-SA2 than in CMIP5-R85.

[10] Associated with faster sea ice loss, we find a stronger Arctic amplification in early winter (DJ) in CMIP5-R85 than in CMIP3-SA2, as measured from the 2 m temperature response (Figure 3b). The CMIP5-CMIP3 difference in projected warming is moderate over midlatitudes (0.6 K averaged over the band 30–60°N) while it reaches 3.1 K within the polar circle (66–90°N), locally exceeding 5 K over marine areas. This warm surface anomaly expands upward into the midtroposphere over the pole, CMIP5 warming being 1 K (0.5 K) higher than CMIP3 at 700 mbar (500 mbar; Figure 3c). The enhanced Arctic amplification in CMIP5 results in a greater rise of the midtroposphere geopotential over the pole (30 m at 500 mbar) than over...
4.2. Late Winter: The North Pacific Teleconnection

In late winter, the influence of autumn Arctic sea ice melt and greater late winter tropical Pacific warming in CMIP5 include the fact that CMIP3-SA2 and CMIP5-R85 scenarios are not strictly identical; the latter cause is tested using available 1PC experiments shared by both exercises (Table S1). In 1PC, the CMIP3/CMIP5 disagreement in the winter NAM response only concerns the Z500d index, while CMIP3 and CMIP5 SLP indices share a similar positive trend (Figure 5a). As for SA2/R85 scenarios, the CMIP3/CMIP5 difference in the 1PC Z500d response is characterized by lower geopotential in the North Pacific sector and significant greater rise over the pole in early winter associated with a stronger Arctic amplification caused by a faster autumn sea ice melt in CMIP5-1PC (Figures 5b and 5c). But conversely to SA2/R85 scenarios, we find no tendency in the late winter PNA pattern in 1PC experiments (not shown). Accordingly, the response in 200 mbar winds does not significantly differ between CMIP3 and CMIP5 over the North Pacific (Figure 5d).

Potential reasons for both faster autumn Arctic sea ice melt and greater late winter tropical Pacific warming in CMIP5 include the fact that CMIP3-SA2 and CMIP5-R85 scenarios are not strictly identical; the latter cause is tested using available 1PC experiments shared by both exercises (Table S1). In 1PC, the CMIP3/CMIP5 disagreement in the winter NAM response only concerns the Z500d index, while CMIP3 and CMIP5 SLP indices share a similar positive trend (Figure 5a). As for SA2/R85 scenarios, the CMIP3/CMIP5 difference in the 1PC Z500d response is characterized by lower geopotential in the North Pacific sector and significant greater rise over the pole in early winter associated with a stronger Arctic amplification caused by a faster autumn sea ice melt in CMIP5-1PC (Figures 5b and 5c). But conversely to SA2/R85 scenarios, we find no tendency in the late winter PNA pattern in 1PC experiments (not shown). Accordingly, the response in 200 mbar winds does not significantly differ between CMIP3 and CMIP5 over the North Pacific (Figure 5d). Interestingly,
only the Niño-3 part of the stronger oceanic warming found in Figure 4d remains in Figure 5e for 1PC, thus confirming that the Rossby wave train found in Figure 4b clearly originates from the Niño-4 area while Niño-3 plays a minor role. We verified that differences between SA2/R85 and 1PC results do not arise from the four missing GCMs in 1PC ensembles (Figure S3).

5. Discussion and Conclusions

[14] In this paper, we have investigated the CMIP3-SA2 and CMIP5-R85 projected changes in the NAM by the end of the 21st century in terms of SLP and Z500. We show that the positive trend found at the surface in CMIP3 contrasts with the absence of trend found in CMIP5. Those changes are strongly amplified along the vertical. We associate this CMIP3/CMIP5 disagreement with (i) the delayed Arctic sea ice freezing in early winter in CMIP5, leading to locally stronger thermal expansion of the lower troposphere and a rather baroclinic signal, and (ii) the higher warming in the western/central tropical Pacific in late winter in CMIP5, leading to positive PNA through teleconnection processes and in fine negative NAM. Additional results from 1PC experiments reveal that while discrepancies in the western tropical Pacific warming are likely to arise from the difference between SA2 and R85 scenarios, the higher sensitivity of Arctic sea ice to CO₂ forcing in CMIP5 GCMs rather results from model properties of the new generation. Our results suggest that even if the temptation is high to compare (or worse combine) SA2 and R85 scenarios outputs, one has to be extremely cautious in the deduced conclusions.

[15] Other possible causes of the CMIP3/CMIP5 discrepancy in the NAM response remain to be investigated, including the respective roles of stratospheric ozone representation [e.g., Morgenstern et al., 2010] and increased horizontal and vertical atmospheric resolutions in GCMs [e.g., Roeckner et al., 2006]. In particular, strong connections between the tropospheric NAM and the stratospheric polar vortex [Thompson and Wallace, 2000] highlight the importance of a well-resolved stratosphere in the NAM simulation, albeit E. Manzini et al. (Role of the stratosphere in Northern winter climate change as simulated by the CMIP5 models, submitted to Journal of Geophysical Research, 2006) found no clear distinction between NAM responses of high- and low-top models in CMIP5.

[16] Finally, one crucial issue consists in assessing whether changes evidenced in future projections already occur in recent observations. The positive NAM trend detected by Gillett et al. [2003] in SLP over 1948–1998 has considerably weakened over recent years, marked by episodes of exceptionally negative NAM [Cattiaux et al., 2010; L’Heureux et al., 2010]. So far, only Arctic sea ice decline is clearly detectable, but although concurrent with the weakening of the NAM trend, its influence on atmospheric dynamics remains under discussion [Francis et al., 2009; Screen et al., 2012]. However, since autumn ice-free conditions could actually arrive earlier than in model projections (Stroeve et al., submitted manuscript, 2012), the baroclinicity in the NAM response might become discernible in the next few decades.

[17] Acknowledgments. The authors thank C. Deser and one anonymous reviewer for constructive comments, and are grateful to the modeling groups providing CMIP3, CMIP5, and NCEP data sets, and J. Cattiaux thanks S. Tyteca for the data handling and other VDR members at CNRM-GAME for the helpful feedback. J. Cattiaux was supported by FP7 EUCLIPSE and KIC E3P projects, and C. Cassou by CNRS and the GICC program via the EPIDOM project under the convention agreement 10-MCGOT-GICC-7-CVS-131. [18] The Editor thanks two reviewers for their assistance in evaluating this paper.

References


Figure 5. Same as (a) Figure 1c, (b) Figure 2b, (c) Figure 3b, (d) Figure 4b, and (e) Figure 4d but for 1PC experiments (i.e., 140 year simulations with increments of 1% CO₂ per year). The NAM indices in Figure 5a are normalized relative to the first 30 years (gray shading). Responses in other panels are differences between the last and the first 30 years.
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